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A NUMERICAL ANALYSIS OF A QUEUE WITH
NETWORK ACCESS FLOW CONTROL

Douglas -W Browning and John B. Thomas

Department of Electrical Engineering and Computer Science
Princeton University

( ABSTRACT
A network access flow control method is considered where messages arc sent

to the nodes which are major users of a congested queue. The model is based on
a Markovian queue embedded in the network, and analysis takes place on a
sequence of fixed-length time intervals. Changes of state reflecting the control
and resuflug, input rates occur at the ends of the intervals, and the evoltiion or
state probabilities over the course of an interval is analyzed numerically using
Euler's method with Richardson Extrapolation [15. The results provide insight
into both transient and steady-state behaviors. /1./ ,~ r- '

/7 - The design objective used here is to limit the throughput

over each channel to 0.70 times the channel capacity, so that the
1. Introduction delay through each queue will be no more than roughly 3 times

There are several tools available in solving the problem of the minimum possible delay.
congestion in packet-switched networks. One of these is network
access flow control, where packets are throttled at the input to a nI. Flow Control Method
,iwurk in response to mneasurements of network contgestioni J21. T1'e control consists or interaction between a niode with a1

Network access flow control attempts to shift congestion to the congested queue and the sources which send packets through that
boundaries of the network Ill. By only blocking packets that queue. Each node maintains a table of recently sent control
hiave not yet been admitted to Lte network, packets that have information and a record or recent traffic for each, of its queues,
entered Lte network may be sent to their destinations without from which the major users are determined.
any major delays. Whenever a packet enters a queue, the switching processor

Network access How control consists of a combination of measures the length of the queue. If the length exceeds a thres-
monitoring network resources, exchanging information between hold, the queue is considered to be congested. Then a control
nodes, and imposing restraints on packets entering the network. fressage is generated and sent towards those sources which have
Measuring the state of resources and blocking entering packets not been sent a control message for some short period of time
can be easily performed by local switching procesors. Conse- and which have recently been major users of the queue.
quently the main design problem is to determine the type and In the absence of control messages, each source limits the
amount of information to be passed between the nodes. If too~ rate of traffic to each destination to 0.70 times the slowest ser-
much information is exchanged, the network will be overloade d vice rate that will be encountered along its route. WVhen a con-
with flow control information. If too little information is trol message is received, traffic towards the congested queue is
exchanged, the flow control will not be able to respond properly stopped ror a very brief period of time. Then, by requiring suc-
to many congestion situations, so that additional mechanisms cessively shorter delays between packets, the rate is allowed to
must be implemented to ensure proper network behavior. The increase gradually (for example, linearly in time) until the load
desirable design is that where the nodes exchange just enough limit of 0.70 is again reached.
information to handle well all reasonable congestion situations.

An iporantaspct f ntwor acessflo cotro isThis method is intended to operate effectively under all
An iporantaspct f ntwor acessflo cotro is steady-state conditions, and to respond as quickly as possible to

whether it performs effectively under most of the conditions that changes in arrival rates. By establishing message, between a
arise in the operation of a network. A simple solution to this congested queue and a packet source as the need arises, all parts
problem may not exist, since the most easily implemented of the network may communicate, yet the overhead is main-
schemes are either ineffectual in at least some situiations or have
other problems related to overhead or reliability. For example, taiuied at a low level.

when an Input Buffer Limit (21 is used, the implementation i It should be noted that each control message is a sell-
simple and there is no overhead communication between nodes, coiitaiiied unit which has an effect for only a finite period of
but it is quite easy to develop scenarios where congestion is not time, so there are no problems with removing control, and the
corrected and nodes where there is heavy traffic from other control message need not be acknowledged. As long as the net-
sources are denied access to the network, work is fairly reliable, an occasional lost or garbled control nies-

This paper considers a scheme where information is passed sage will not have any major adverse effects.

ab the need arises from a point of congestion to the major sources Mf. Model
using the congested resource. At the cost of some additional
overhead and complexity, the scheme is designed to respond This flow control method is modeled as a single queue

effectively to almost all congestion situations. A similar embedded in a network with arriving packets entering the queue
approach is used in the mechanism developed for the after a delay proportional to the distance from the source to the
CYCLADES network [2,4[. queue, as shown in Figure 1.
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Figure 2. Division of Time Into Intervals.

, Figure 1. Model ota Queue with Flow Control T is the threshold; 1 (1) is
the length or the queue; A,., (9) is the offered trani€ rate of source i at distance
A; ., (a) is the accepted trafic ret ; and delka are of fixed length 1. control

messages control bit)tGenerate
The outgoing channel and its queue are modeled as a Mar- enertorpckes at

kovian queue with a buffer limit, the control message generation Jnrate A.(t
by the switching processor is modeled by a threshold trigger and a e
a gate, the behavior of each source node is modeled by a Poisson A t
packet source where the renewal rate is determined by an offered
traffic load and the throttling resulting from control messages,
and the times for all other queueing and transmissions in the net- Figure S. Model of Packet Source. A,.,(l) is the offered traffic rate of
work are modeled as delays of fixed length. source i at distance 4; XA., (1) is the accepted traffic rate. The control function

Delays. The delays model the time necessary for genera- generator limits the traffic according to the function 6 (i) described in the text.
ing a control message and sending it through the network to a
source plus the time necessary after a source begins changing the
rate of packets entering the system for the change to take effect ltthnreshorld d(t) messages
at the input to the queue. The time required for this to happen
is assumed to be I times the distance to the congested queue, trigger gate
where I is a fixed period of time.

The state of the model evolves over a series of intervals of Figure 4. Model of the Switching Processor. I(t) is the length of the
duration 1, with the queue receiving and serving packets within queue; d(l) is the threshold trigger. The threshold trigger sets to I when
those intervals. Control messages are generated, sent, and take I (I)> T, and resets to 0 at the end of each interval where 1(1 )< T. The gate
effect at the queue at the ends of the intervals. See Figure 2. sends a control message at the end or each interval where the last control men-

Packet sources. If a source receives a control message, it ese was sent more than S intereals before and d(t )i.
removes any control previously in effect and places an tipper
bound 6 (t) on the rate at which traffic will pass through the Each source generates a Poisson process of packets at rate
congested queue. The function b (t) is 0.0 for one time interval, XA.;, where A ,i indicates the ith source at the distance of I
and then increases by a fixed increment at the end of each fol- hops from the queue. This rate is determined by the minimum
lowing time interval until the load limit of 0.70 is reached, of the offered traffic rate Ah,5 and the upper bound imposed by

The function b (t) takes on the value of one of N control the control function b (t), as shown in Figure 3; thus
Ievels a0 , which are linearly interpolated between 0,7 and 0.0. mn 1Ah ( ),b (i

a = 0.7 - , O ... , N-1 Switching processor. The switching processor is modeled
as a trigger, which detects congestion, and a gate which ensures a

When a control message is received at a source, b (I) is set to minimum spacing between control messages, as in Figure 4. Ir
- uN- (0.0). The control is relaxed to the next larger level in each the length or the queue I (I) exceeds a threshold T, a trigger

following interval until another control message is received, reset, d (t) is activated. Then at the end of a time interval, if enough
ting it to sN-1. If the control reaches so (0.7), it remains con- time has elapsed since the last control message, a new control
stant until another control message is received. Thus, 6 (9) can message is sent to all of the major users of the queue.
be given by When a control message is sent, another may not be sent

k" until S intervals have passed. Requiring a spacing S between,
b (t) - min 0.7 1 0.7 1- I control messages serves both to reduce the number of control

messages and to allow the system enough time to respond to pr,-
where vios messages before sending additional ones.

- k - min { : a message arrivedin It _U +),t-I)) Queue. The server has an exponential service time distri-
bution with an expected service time normalized to one second.
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The arrival rate A (I) is scaled in terms of the traffic load on the For a constant arrival rate A, the dynamics of the queue
queue and is given by length probability p,,d for queue length I and threshold trigger

A(t) = E It-) d for l<T<B aregiven by

a
The buffer is able to hold at most B packets, including the "P0,4 - -P0,4 A + P3,4
packet receiving service. When the buffer in full, further arrivals a
are discarded. The length of the queue is measured continuously TI- P, + p-11 A

by the switching processor. a
Sa--P., --p 1 A +1 + Pi. A + pr-,, A + PT4,.,

State Description

The state or the model can be described in terniLs of the set PT 1,, PT i,0oA III I P'-. A

of variables (I ,d ,C), where +
-' td P1. - (~A +11 + pt-1,d A + It, Id

I is the length of the queue in packets. 0 < I < B,
where B is the buffer sine. where the last equation holds for all possible states where none of

whee Bis he uffr sze.the previousq equation.s apply.

d is the threshold trigger. d -1 if the threshold has

been exceeded during the course of the present inter- For a small time interval At, these equations may he

val, otherwise d =0. approximated by the first order difference equations

C is the controlstate. ltisavector(Co, c3 ,c 2 .... p) 0,(t+AL) po,d(t) l-AAI + plI, (t)A t

where ch is the index of the control level *, which pj(t+At0 P81 (t) fi-AiJ + - A At
determines the maximum rate of traffic entering the
queue from each source at the distance h . When a 97,,(t +AI) prl [I-(A +1)At + Il ,,0(t) A AI

control message is generated, c0 is set to N-I. At + p 7._l3 (t)A At + p7 +3 .(t)At
the end of each following interval, it is decremented
by I until it reaches 0 or until another control mes- P7 -,o(t +At) P2-I,0(t) [I-(A +l)At] + PTsOA At
sage is generated. For A >0, c5 is simply co delayed Pl(a9+AI) pj.(t) I1-(A+1)AtI
by h intervals. 4 (1) A At + (,

As can be seen from Figure 6, the number of possible states where again the last equation holds when none of the previous
of C is fairly limited. The number of possible states of the pair apply.
(I,d) is B+I+T, so that for reasonable values of the system For the evolution of the queue length probabilities, the
parameters the state space will be limited to a few hundred numerical method uses an iterative application of these difference
states. Because of this, a numerical analysis can be performed equations.
easily.

IV. Analysisd-O
The numerical method produces a transient analysis of the 0 0 a

state probabilities at the ends of time intervals. Within each -0.
interval, the control state remains constant while only the queue d.O
length and threshold trigger state probabilities evolve. At the
end of each interval, the control state C changes instantaneously 0 0 0 N I 0 0

according to the previous control state and the threshold trigger d.
d, as shown in Figure 6. 0--

Interval dynamics d. O
The evolution of the queue state probabilities over each d- I

interval is analysed from the system dynamics using Euler's 1. 2 3 N- 1. 1. 2 N- 2. N- I

method with Richardson extrapolation, as is described in most d 0
books on Numerical Analysis [5, 6]. For an arrival rate A (t),
the state transition rates of the queue and threshold trigger dur-
ing the course of an interval are shown in Figure 5. _ .- {

V% VIN"

A ( ' -' it i - A M d-- -O -

- , .1 -- , .A ,I It. I. ,.

Ali) AliM Alit ). Alit All) AMi

I I I I

Figure s. State Transitions at Ends of Intervals. All states chsge deter-
Figure &. State Transition Rates within Interval. The states are given ti ministically depending on the state and the threshold trigger d. For ths d.
(1,4). Foe thi dlnism T-3. ingram S-4, and the maximurn distante from the queue is 2.
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As is well known in numerical analysis 15,61, if the Output Parameters
difference approximation is used with the time interval divided Three output parameters which can be calculated from the
into short intervals of equal length At, the error e &, between analysis are the transient expected throsghpat, which is simply
the actual value and the approximated value will become propor- the probability or one or more packets being in the queue
tional to At as At becomes small.

$At = xxAt + e(At) Pr I>01

the expected delay, which is the expected time that a packet
where g is a constant and f (At )-a (At) indicates entering the queue will wait before service is completed, given by

lim f (At) 0 o I
68-C At >j(IPrlll)

If the interval is suecesively divided into snb-interv:d. of length I I -1

a t, AL, and -i, the errors should have the relationship -a Pr 1

Sa .al ea 1KxA1 and the expected overhesd, which is the probability that a con-

4 2 2 4 trol ssnage will be sent at the end or an interval

"lhus, if the number of divisions is doubled until the o (A t) error ' Ld =11

becomes small enough, the KxAt error can be removed by extra-
polation. VI. Results

Endpoint tranaltions Input

At the end of each interval, ech state is mapped into a The model was analyzed with the initial state where the
new state depending on whether or not a control message is gen- queue is initially empty with no control in effect (that is, I-0,
crated for that state, as in Figure 6. The new state is deter- d =0, C =(0, 0, 0,...)). At time 0.0, the queue suddenly receives
mined as follows: a maximum input from all active sources. Since the situation of

If J=1 and co<N-S, then congestion has been detected primary interest is that where the network is congested, all
and sufficient time has elapsed since the last control mes- sources are assumed to provide the maximum possible input to
sage, so that a control mesmage is generated. Each ch for the network, except in the section on non-congestion behavior.
h >0 is replaced by ca-, and SO is set to N-I. This provides a view of the transient response to an abrupt

If d-=O or o>N-S, then a control message is not gen- change in input and also allows a simple initialization.

erated. Each ct for h >0 is replaced by c,-,, and c 0 is Configurations of sources at distances of up to three hops
decremented by 1, unless it is 0, in which case it remains from the host were considered. In subsequent diagrams, the
constant, arrangement of sources will be denoted by a sequence of digits

If I < T, then d is set to 0, otherwise it is set to 1. XoXiX2Xs

where Xt indicates the number of sources at a distance of h.

For example, the configuration

1201

V. Parameters indicates that the host node is switching packets to the queue,
and packets are also being sent to it by two sources at a distance

System Parameters of 1 and one source at a distance of 3.

For the numerical analysis, the buffer size B was set at 9 Both transient and steady state aspects of the behavior of
packets, and the time interval I was set at 3.5 seconds. The this model were examined.
latter was chosen as a rough estimate of the delay through a well
controlled queue under congestion conditions, plus a small time Transient Behavior
for any other overhead in control message transmission and pro- Spacing. The results of varying the minimum spacing S
cessing. The control messages are assumed to have priority over between control messages are shown in Figure 7. Early in the
other packets, so that the delay in reaching the source node is analysis, control messages were permitted to be transmitted in
relatively small. adjacent time intervals (S-1). The result was that when the

queue became congested, a control message was sent, and before
Design Parameter@ the control was able to take full effect, a second and sometimes a

Once the system parameters are fixed, there are three third control message would also be sent. This would cause
parameters which may be set by a flow control designer to over-compensation, so that the expected input would drop to a
achieve the best performance: very low level for a short time and then begin rapidly increasing

The threshold T, which is the level of buffer occupancy again, causing large oscillations in the transient expected

which activates the threshold trigger, throughput.

The spacing S, which sets a minimum on the number of By requiring a delay between control messages, this prob-

intervals between control messages. lem was corrected with the bonus of reducing overhead. When
the time delay between messages becomes too large, however, it

The number of control levels N, which determines the was found that the effect of the control begins to disappear
amount of traffic held back at a source as the result of a before the next control message can be sent, so that oscillations
single control message. again occur (S -6). The spacing also has a major effect on the
The interaction between these three parameters will be steady-state throughput and delay, so that they must be read-

explored in the Results. justed by other means.

-4-



Control levels. Analyses, such as that shown in Figure 9,
indicate that by varying N, the steady-state throughput can be
adjusted while only slightly affecting the quickness of the
response and the amount of oscillation or the transient expected
throughput. Thus if S and T are chosen to produce a desired
shape for the transient expected throughput, the value of N
which produces a steady-state expected throughput near 0.70 can
then be chosen.

1.0

aIV -

o -

as

n I -

time (see) 50

Figure 7. Transient Expected Throughput with Varlous Values at S.
These results re for the configuration 0020 with N=9 and T -3.

Detection threshold. The transient expected throughput o.0 10
is considered in Figure 8 with several different values of T. Here time (see)
the distinctive change in behavior is that as the threshold Figure 0. Transient Expected Throughput with various values of N.
becomes smaller, the system is responds more quickly to a surge These results are ror the configuration 1200 with S -4, T -3.
in input. There are also more control messages sent when they
aren't needed, so that the expected overhead increases as the
threshold decreases. Again there is a major effect on the steady Steady State Behavior
state throughput and delay, so that they must be readjusted by The choice of T and S. For various configurations of
other means. Tecoc fTadS o aiu ofgrtososourc.R, a variety of combinations of N, T, and S which result

in a throughput near 0.7 were considered. Some typical results
1.0 are shown in Table 1. The transient performance for these

results is shown in Figure 10. While it is possible to examine
r-5 every configuration of sources in order to find the "best" choice

of N, T, and S for each situation, a more practical choice is to
find a set of values which is easily determined and which works

rwell under a variety of configurations. The values S -4 and
T -3 resulted in a fairly fast response and modest oscillations in
the transient expected throughput for all configurations exam-

r-2 ined. The following analyses were made with S and T at these
values.

Table I
0Overhead for Various Combinations of Parameters

S T N expected overhead
3 3 8 .21

4 12 .15
W 5 17 .11

4 2 7 .21
3 9 .17
4 13 .13

Lime (se-)
Table 1. Steady State Overhead for Combinations of ParAImeters tIth

FIgure 8. Transient Expected Throughput with Various Values or r. with a Steady State throughput near 0.70. N Ais choaen so that the stead)These results awe for the oslgurstlo 110 with N-, S-4. state throushput is as near as possible to 070. The configuratton is 110.

---
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Noss-congeu|tion behavior. The flow control scheme throughput in non-congestion conditions is similar to that
worked effectively in all steady state situations examined, without the flow control.

Figure 11 shows that for the configuration examined, the The throughput as a function of offered load in Figure 12
throughput is limited to a value near 0.7, and the delay is lir- demonstrates the limiting of throughput to 0.7 times the channel
ited to a value near 3.0, so that the design objective is met. capacity. The resulting throughput versus accepted traffic in Fig-
Also, it is shown that the relationship of expected delay to ure 13 demonstrates the effective limiting of traffic entering the

1.0 system, so that the network operates within a desireable region.

.T-

.6 .4 without Ragw control

K. with now control

a

time (see) to I-2-

Offered Traffic (packets/sc)
Figure 10. Transient Expected Throughput with a Steady State Figure 12. Steady State Throughput versus Offered Traffic. These
Throughput near 0.70. The plotted values are the transient expected reults are under the same conditions as Figure 11. The dashed lines indicate
throughputs with the parameters of Table I where S-4. theoretical limits on the throughput.

without now control

O with flow control
4. 1.0

W o without flOW nootro|

with flow control

I-
0. .. 0.0 Lo 2.0

Throughput (packets/me) Accepted Traffic (packets/sec)
Flgure 11. Steady State Expected Delay versus Throughput. These Figure 13. Steady State Throughput versus Accepted Traffic. These
results we for the configuratios 1110 with N-9, S-4, and T-3. Under non- results are under the same conditions as Figure 11. The dauhed lines indicate
congestion conditions, eah sourer is offered traffic at the same rate. theoretical limits on the throughput.
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Congestion behavior With S=4 and T=3, a value of steady state values near the design values is that where A' is

N should be chosen so that the steady state throughput and proportional to the number of sources sending packets towards

delay are near the design values of 0.7 sand 3.0. If a constant the queue. This number is easily determined by the switching

value of N is chosen, as was done in the results of Figure 14, the processor of the queue and is easily parameterized for inclusion in

steady state restlts are closely clumped into groups with the the control message. Figure 15 shows that this is quite effective.

same number of sources. A simple relation which produces The exception is the case where there is only one active source
using the queue. In that case, the best action is actually no con-

4.0 .trol at all, since the throughput would then be no more than 0.7.

S4 VII. Conclusions
" The results show that the described method is quite

effective in controlling congestion that arises from steady-state
.*3 input, and that the control can be implemented using simply

chosen design parameters. The transient results demonstrated
the effectiveness of the control method in response to a surge in

" 2 traffic, and established the following interaction of design param-
a eters:

oThe threshold at which congestion is detected is related to
M the quickness of the response of the control.

The minimum spacing between control messages is related

to the amount of oscillation of the transient expected
throughput.
The amount of traffic held back as a result of a single con-

trol message affects the steady state throughput while
atec tinig the shape of the transieit Iealvior oly s ight I l%

Several questions remain unresolved. The response of the
system to a drop in traffic from one or several users is still

S, ,undetermined. Also, the response to extremely bursty traffic
Throughput (packeta/sec) from several different sources has not been investigated. Simula-

tions to test the accuracy of the model are also necessary.
Figure 14. Steady State Expected Delay versus Throughput under
Congestion Conditions with a Constant value of N. Each point is the Acknowledgements
steady state operating point for a particular configuration of sources sending This work was supported in part by the U. S. Army under
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